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Abstract. In recent days, large-sized flat-panel display (FPD) has been increasingly applied to computer 
monitors and TVs. Mura defects, appearing as low contrast or non-uniform brightness region, sometimes occur 
in manufacturing of the Thin-Film Transistor Liquid-Crystal Displays (TFT-LCD). Implementation of 
automatic Mura inspection methods is necessary for TFT-LCD production. Various existing Mura detection 
methods based on regression diagnostics, surface fitting and data transformation have been presented with 
good performance. This paper proposes an efficient Mura detection method that is based on a regression 
diagnostics using studentized residuals for automatic Mura inspection of FPD. The input image is estimated by 
linear model and then the studentized residuals are calculated for filtering Mura region. After image dilation, 
the proposed threshold is determined for detecting the non-uniform brightness region in TFT-LCD by means of 
monitoring the every pixel in the image. The experimental results obtained from several test images are used to 
illustrate the effectiveness and efficiency of the proposed method for Mura detection. 
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1. INTRODUCTION 
 
Large-sized TFT-LCD (Thin Film Transistor Liquid 

Crystal Display) devices have been applied to many 
applications in recent years. To assure the product quality 
and improve the competitiveness in the field of the 
TFT-LCD display, one of the most important processes is to 
visually inspect potential defects which might occur during 
in TFT-LCD manufacturing. The most common defect 
inspection is done by human visual inspection, but it cannot 
generate stable inspection outputs due to restrictions of 
human vision and human subjectivity. In addition, some 
defects are not easy to be detected by human-eye inspection 
especially in large-sized TFT-LCD. Therefore, Automatic 
Mura defect detection becomes a critical task to maintain 
quality and reduce production cost in LCD manufacturing. 

Mura defects appear as low contrast, non-uniform 
brightness regions in TFT-LCD, and they are larger then 
one pixel in usual (Pratt et al. 1998). In Figure 1, there are 
several types of Mura defects in the TFT-LCD, and they are 
defined as spot-Mura, line-Mura and region-Mura, 
respectively. Those defects are not easy to be detected by 
human inspection or simple threshold method due to the 
human subjectivity and non-uniform illumination 

conditions. In this paper, the automatic inspection method 
is proposed for detecting the Mura defect in TFT-LCD. 

 
 
Figure 1: Illustration of line, spot and region Mura. 

 
Several algorithms have been proposed for detecting 

Mura defects on TFT-LCD. Lu and Tsai (2008) proposed a 
new image reconstruction procedure using independent 
component analysis (ICA). ICA is used to determine the 
de-mixing matrix and then reconstruct the TFT-LCD image 
under inspection. Lee and Yoo (2004) developed an 
automatic detection method based on the modified 
regression diagnostics and Niblack’s thresholding to filter
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         (a)                   (b)                 (c)                   (d)                  (e) 
 
Figure 2: Computational results of each step. (a) Original image. (b) Estimated image. (c) Outlier region image. (d) Mura region 

dilation. (e) Mura image. 
 

out mura pixels in TFT-LCD image. Then, the candidate 
Mura defects are quantified to identify real Muras. Wang 
and Ma (2006) proposed a recursive surface fitting model 
to reconstruct the non-Mura images, and computational 
results returned by using their method demonstrate good 
performance in efficiency. 

An automatic inspection method for detecting 
TFT-LCD Mura defects is described in this paper. The 
inspection image is estimated by a linear model, and then 
Mura regions are extracted by using regression diagnostics 
and a proposed threshold method. Section 2 describes the 
proposed Mura detection method. Section 3 presents the 
discussion of parameter setting and experimental results on 
different types of Mura defects, and the conclusion is 
drawn in Section 4. 
 
2. MURA DETECTION BASED ON LINEAR 
REGRESSION DIAGNOSTICS 

 
There is an overview of the proposed inspection 

procedure in Figure 2, and those four steps in inspection 
procedure are described in this section. The digital input 
image of each TFT-LCD panel is loaded from automatic 
camera. The captured image is transformed into gray-level 
image. Each image is divided into non-overlap windows for 
image estimation (Figure 2b). The windows size is 

, and each window of the input gray-level image is 
estimated in a sequential order without overlap. The Mura 
region in each window is detected (Figure 2c) by the 
regression diagnostic method, and then divided windows 
are merge into a single binary image with the original 
positions of the gray-level image. The single binary image 
is then processed by morphological region dilation (Figure 
2d) ensuring that the non-Mura region contains only 
defect-free image. At last, Mura pixels are extracted (Figure 
2e) by setting a threshold to residuals between the original 
image and estimated image. 

W H×

The procedure of the proposed Mura inspection 
method is outlined as follows: 

1. The estimated image is constructed by a linear 
regression model in each window image (see Figure 3). 
Studentized residual of regression diagnostics is calculated 
from the estimated and original gray-level images. The 
Mura regions are screened by the threshold value of 
studentized residual and then merged into a single binary 
image. 

2. The Mura regions in the merged binary image are 
extended by processing morphological region dilation to 
ensure that the non-Mura regions contain no Mura pixels. 

3. Based on the merged binary image obtained from 
step2, the mean and standard deviation of non-Mura region 
residuals (between the estimated and original gray-level 
images) is calculated. Finally, Mura pixels are extracted by 
setting a threshold to residuals over all pixels in the original 
image. The threshold is computed based on the mean and 
standard deviation of residuals. 
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Figure 3: Illustration of non-overlapping windows and 
sample regions. (a) Input image. (b) 
non-overlapping windows. (c) Sample region. 

 
2.1 Construction of Estimated Image 

 
The first step is to construct the estimated image by a 

l inear  r eg ress ion  model . In the linear model, 1x  
represents the position of the pixel in the x axis, 2x  
represents the position of the pixel in the y axis, and y is 

 



 

the gray-level value of the pixel on position 1 2( , )x x . 
    
    

( )1 2,y f x x= , 

1 2pos posx x x y= = . 
Thus, the equation of the linear model is  

0 1 1 2 2
y x xβ β β ε= + + + , 

where ε  is the error term. To use the linear regression 
model to calculate the residuals of the image’s gray level 
values, the hat matrix H can be first computed, as given by 

where X in the linear model is equal to . The hat 
matrix has several useful propert s. It’s symmetric 
( ) and idempotent ( ). Similarly, the 
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irectly co g to expli
gressi

nt. It c

ted in order. Every parts of the estimated image are 
com

( )-1T T=H X X X X  

[ , , ]1 21 x x
ie

TH = H HH = H
matrix I - H  is also symmetric and ent. The 
estimated image is ˆ =y Hy . The hat matrix H can be 
d mputed without havin citly construct the 
entire re on model, thus making the image estimation 
procedure very efficie an be deemed as a stationary 
matrix when the image to be estimated has same window 
size. 

The original image is divided into non-overlapping 
windows for local processing, and then each window is 
estima

bined to one estimated gray-level image. For the sake 
of computation efficiency and noise reduction, the original 
image is estimated by sample regions instead of going over 
all pixels. The sample is a square region with no 
overlapping as illustrated in Figure 3. The local coordinate 
system X is defined as follows: 

1 2(1, , ) (1, , ),x x i j=  

[ ] [ ]0,1, 2, ..., , 0,1, 2, ...,sr srH H  

where 

i W W j∈ ∈

W , H , srW  and srH are heig ts and widths of 
windows for local processing and sample regions for image 
estimation. Each mean gray-level value of the sam le 
region is treated as a sample point for the estimation of 
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each w mage. rwards, all pixels in each 
sample region share the same gray-level value estimate.  

 
2.2 Outlier Region Detection 

 
To filter out the Mura region in the estimated image, 

the second step is to conduct regression diagnostics. Th
studentized residuals are used for 
region. The vector of residuals e ŷ  

y , which is defined by 

ˆ =y Hy , ( )=e I - H y  

The studentized residuals ir  is 
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where  is the ith element in the vector of residuals, MSE 
f ector of residuals, and 

is the ith diagonal element of the hat matrix (Montgom
and Peck 1992). The decision rule is that if the a lute 
value of studentized residuals is greater than the thr old, 
then that sample region is earmarked as an outlier region 
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(Figure c). 
 
2.3 Mura Region Dilation 
 

There is an extra image manipulation necessary for the 
outlier region where the method adopted is the 8-neighbor 
region dilation. This idea is inspired by dilation in 

athematicam
When a region is consider

-neighbor regions are also8
m ipulation tries to cover as much the Mura area as 
possible. In doing so, the remaining area contains almost 
purely non-Mura pixels, thus making MSE a more accurate 
estimate of the variance of the defect-free gray-level 
values. 

 
2.4 Mura Pixel Detection 

 
The last step is to decide on a threshold for filtering 

Mura pixels. The idea of the threshold is inspired from 
statistical process control (SPC) in quality control (QC), 
and the nμ σ+ ∗ , where n is the 

 the user. The mean and the 
ted based upon all difference 

gray
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constant to be pre-specified by
standard deviation are calcula

-level values of non-Mura pixels between the original 
and estimated images (i.e., residuals). There is only the 
upper bound to filter the Mura image since the minimum 
value of the difference expects to be zero. Subsequently, the 
differences of all the gray-level values (of both Mura and 
non-Mura pixels) between original and estimated images 
are filtered by the proposed threshold. If the difference is 
greater than the threshold, the pixel is set to be a Mura 
pixel.  
 
3. EXPERIMENTAL RESULTS 
 

In this section, the parameter setting is discussed and 
then experimental results of detecting Mura images by 
using the proposed method are presented. The original 
mage (2i 6×256) is divided into 4 windows (128×128), 

 order. The sample 
ithout overlapping. 

he 

and then each window is estimated in
egion size of each window is 8×8 wr

T sample mean of gray-level values of all pixels in the 
8× 8 image is treated as one sample point for image 

 



 

Table 1: Outlier region images of using ent thresholds for studentized resid als. 

Original image Threshold = 1.5 Threshold = 2.0 Threshold = 2.5 

differ u
 

 

  

  

  

 
estimation. In this pa
results are considered. The first scen he 
different threshold values for the studentized residuals. The 

 

ges, the studentized residuals are calculated for 
each sample region. When the studentized residual is 
great

per, two scenarios 
ario is to set t

of experimental 

second scenario is to set different parameter n for the 
threshold in the Mura pixel detection on normal and Mura 
images. Normal images present the normal input image 
without Mura defects. However, the images are sometimes 
examined under non-uniform illumination conditions, 
which will much complicate the inspection of Mura defects 
and then mislead the proposed method to yield incorrect 
results. The two above-mentioned parameter settings in 
these two scenarios are used to investigate the sensitivity of 
the proposed method under different illumination 
conditions.  
 
3.1 Different Threshold for Outlier Region 
Detection 

To detect Mura regions between the estimated and 
original ima

er than the threshold, the sample region corresponding 
to that studentized residual will be treated as outlier region. 
The threshold is set to 1.5, 2.0 and 2.5 for evaluating the 
sensitivity of proposed method in the first scenario. The 
resulting images of each step are displayed in Table 1.  

ir

Num of samples

ir

Num of samples 
Figure 4: the studentized residuals and the threshold  
 

As the threshold is set equal to 1.5, the outlier regions 
contain many misclassified regions. When the threshold is 
set equal to 2.5, the outlier region is a bit smaller than the 
actual area of the Mura region. Therefore, setting th

 
e 

threshold to 2.0 in the first scenario is recommended. 
 

    
            (a)                    (b) 
Figure 5: Illustration of 8-nighbor region dilation. (a) 

Outlier region image. (b) Resulting image after 
8-nighbor region dilation. 

 



 

Table 2: Resulting images for setting differen
 

Original image n = 2.5 n = 3.

t parameter n for Mura pixel detection.  

0 n = 3.5 

  

  

  

 
3.2 Different Parameter Settings on the Threshold 
for Mura Pixel Detection 
 

After filtering out the outlier region, the outlier region 
image is extended by processing the 8-nighbor region 
dilation. In Figure 5, the resulting im e represents the 
outlier region image after applying 8-nighbor region 

nd scenario is to set different 
ara

or even smaller is suggested to increase the detection 
sensitivity for the ring Mura case. The proposed method is 
coded by Borland C++ Builder 6.0. In general, it takes 
about half a second for image estimation and outlier region 
detection and 0.8 second for Mura pixel detection. Test 
images are tested under Intel Cor uo-2.66GHz 

latform with 2 GB DDR SDRAM on the WinXP system. 

 
s 
e 

tudy.  

ag

dilation. This method attempts to ensure that all potential 
Mura pixels are covered by the Mura regions (white 
egions in Figure 5). The secor

p meter n to the threshold for Mura pixel detection on the 
normal and Mura images. The parameter n is set to 2.5, 3.0 
and 3.5 for the comparison purpose. Table 2 lists the 
resulting images for different parameter n on normal 
images. First, the normal image (without Mura defects) is 
examined, and the best result is that there is no Mura pixel 
found. The best result is obtained when n is set equal to 3.5. 
When parameter n is set to 2.5 and 3.0, the output will be 
affected by non-uniform illumination and generate 
unnecessary noises. While detecting the Mura images (see 
Appendix A1), the threshold parameter being set to 3.5 
could produce better results with less misclassified pixels 
than the other two settings. Under this setting, the proposed 
method could detect the spot and line Mura effectively, but 
fail in detecting the ring with threshold parameter of 3.5. As 
evidenced by Appendix A1, the threshold parameter of 2.5 

 
4. CONCLUSIONS AND FUTHER RESEARCH 
 

This paper has presented a Mura detection method that 
is based on regression diagnostics using studentized 
residuals for automatic Mura inspection of FPD, and the 
experimental results show that the proposed method is 
effective and efficient. The estimated image is constructed 
by the linear regression model for calculating studentized 
residuals, and Mura regions and Mura pixels are extracted 
by two proposed threshold methods. As a practical 
guidance, the suggested threshold value for the studentized 
residuals is 2.0, and 3.5 for the Mura pixel detection to 
achieve robust inspection outcomes. For further research, 
large-scale industrial images and other Mura types should 
e included to further validate the effectiveness of the

e 2 D
p

b
proposed method. Alternative regression diagnostic

articularly designed for ring Mura defects deserve a futurp
s
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A1: Result images for differe arameter n on Mura images. 
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Type 

Original image n = 2.5 n = 3.0 n = 3.5 
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